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\bout the Drpartment: 
111c Dcpat111h:111 of l\fathcmntics & Stntistics wns established wilh lhc very inception of lhe Un1vers1ty 111 the 
~ cnr t1f I Q-t6. The founder of !he university and the founder vice-chancellor Dr. Harisingh Gour lrnd himscl f 
nppt,mlcd Dr. R.B. Rahugunday as the first I lead of the Department. Dr. Rabugunday was a scholar of Madras 
llni vcrsity and a wrangler of Cambridge tradition. 

Curriculum Frame \\Ork based on National Education Poliq-2020 

NF.P-2020 has conccphiali,cd the idea to develop well rounded competent individuals for making the nation 
self-reliant and global leader. Department of Mathematics and Statistics has developed a curriculmn 
framework to encompass the goals of NEP2020. Department has incorporated choice of subjects/disciplines 
of study, creating academic pathways having constructive combinations of disciplines for study with multiple 
entry and e.'"it poinls 

As well as focus on experiential learning for students by introducing multidisciplinary and skill 
enhancement courses and actual Hand's on training in the recent and trending aspects in statistics 
l 1nder Graduate Curriculum Framework for Bachelor of Science 

1. Name of the Programme: (I) Certificate in Science (After exit of one year) 

(2) Diploma in Science (After u;t of two years) 

(3) Bachelor in Science (After exit of three years) 
2. About the Programme: 

Statistics is a backbone of many sciences and social science discipline. Aim of this UG programme 

is to train yow1g minds in order to handle the critical problems that occur in data lumdling with 

application of statistical tools. 

3. Objectives of the Programme 
• To develop studeat's kills in Statistical science through various tools and techniques. 

• To provide rigorous instructions in fundamental statistical coacepts and skills presented in the context of 

real- world applications. 

• To introduce students to the eaorrnous diversity and complexity of real-life problems in statistics. 

• To provide the opportunity to get expertise in the applications of statistics. 

4. Programme Learning Outcomes : 
The programme learning outcomes are attained by learners through the essential learning 

acquired on completion of selected course of study with in a programme. l11e outcomes and attributes 

described in qualification descriptors are attained by sh1dents through learning acquired on 

completion of a programme of study. 

a) After completion of this program of study the students will have an enhanced knowledge and 

understanding about statistical applications. 

b) The statistical skills learned through this program will provide analytical understanding for solving 

probh .. 'Tils in real life situations. 

~) Studen~ w;::~lere iliis pr;:' ~~ ,y)w row1d inference,,:;:• ruralysi~ 
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'-lrmtun• ofthr Plllj' I "'""'" ll , . /U ~ - ,1.111,til\ for ( I) C'r111rh ,1h· Ill ,drmr ( \fl•·rr-•il o f on4"H H ) - ~ -l·rf 
- - - - - - - - .. - --- ,_ -- --- ---- - ---a- - -N11t11rr ofCoursr L Cou~! Codr Counr Tillr ( 'rrdit~ ( 'ounl' U~iienrr 

-
S I Al -DSM- 111 Descriptive !':11a11st1cs 4 l'rof K I\ ( 1,111gclc 

D1~c1plinc ~pcc1 fie l\1u.1or- l 
ST/\T-DSM-11 2 S1at1s11cs Pract1col-l 2 Prof R K (iangclc 

- -----· ---- -
l\1ult1-D1sc1pl111arv MaJOr-J MTS-MDM-11 1 Malnx Theory 6 Dr MK Yadav 

- - -
Ab1hty Enhunccmcnt Course I\HS-AEC-111 Graph Theory 2 Dr Uhupendra 

- - - - - - - - -
Skill Euh.111cc111cn1 Cou,~c I MTS-SEC-111 Vector Calculus 2 Dr Bhupendra .,, i 

'ii ~,mc, trr 11 I 

' ..l 
N11111re ofCoursr I Co11rse Code I Course Tille Credits Co11rse Designer 

I STAT-DSM-211 Probability & D1stnbutions 4 Prof D Shukla 
D1sc1plme Specific MaJor-1 

STAT-DSM-212 Statistics Practical-II 2 Prof. D. Shukla 

Mult1-D1sciplmary M~ior-3 MTS-MDM-211 Numerical Methods 6 Dr. R K Pandey 

-~ b,lity En~ancement Course I MTS-AEC-2 11 Fundamentals of Computer 2 Prof. D. Shukla 
---- -

Skill Enhancement Course STAT-SEC-211 Business Stalistics 2 Prof. R.K.Gangele 

Structure of the Programme B.A. / B.Sc. Statistics for : (2) Diploma in Science (After exit of hvo years ) 
~m l'\ter 111 

' Nature of Course Course Code Course TitJe Credits Course Designer 

STAT-DSM-3 11 Sampling Theory & 
4 Prof. D. Shukla 

Discipline Specific Major-I Distributions 
STAT-DSM-312 Statistics Practical-Ia 2 Prof. D. Shukla 

Multi-Disciplinary Major-3 MTS-MDM-l 11 Mechanics 6 Dr. Rhupendra 

\,:) Ability Enhancement Course MTS-AEC-3 11 Portfolio Optimization 2 Dr. M.K.Yadav 
C: 
> ~estrr lV ~ 

..:i -
Nalure of Course Course Code Course Tille Credits Course Designer 

STAT-DSM-411 Statistical Inference 4 Prof R.K.Gangele 
Discipline Specific Major-I 

STAT-DSM-412 Statistics Practical-TV 2 Prof. R. K.Gangele 

Multi-Disciplinary Major-3 MTS-MDM-411 Metric Space 6 Dr. K.Shrivastava 

Skill Enhancemenl Course MTS-SEC-41 I Tautology 2 Dr. Bhupendra 

Structure oftbe Programme B.A. / B.Sc. Statistics for : (3) Bachelor in Science (After exit of three years) 
SNnntf'r V 

Nature of Course Course Code Course Title Credits Conrse Designer 

STAT-DSM-SI I Financial Statistics 4 Prof. R. K. Gangele 
Discipline Specific Major-I 

STAT-DSM-Sl2 Statistics Practical-V 2 Prof. R.K.. Gangele 

Multi-Disciplinary Major-3 MTS-MOM-SI I Algebra 6 Dr. Bhupendra 

Ability Enhancement Course MTS-AEC-S 11 
Transportation and Assignment 

2 Dr. U.K. Khedlekar 
'"' Problems 
C: Sftluster VI t 
..:i 

Na lure of Course Course Code C.oune Title Credits Course De:\ign<'r 

STAT-DSM-611 Design of Experiments 4 Prof. D. Shukb 
Discipline Specific Major-I ------ --- ----- --c-- -

STAT-DSM-612 Statistics Practical-VI 2 Prof. D. Shukla 

Mulu-Disciphnary Major-3 MTS-MDM-611 Dynamics 6 Dr. Bhupl•nJra 
- . - - ·--- - - - -
Skill t::nhanccment Course MTS-SI!C-611 Lal x 2 Dr. s. h.UlllJf 

----- - •----------------- - -·- -- - -



6. E ,it: ( I ) Certificate in Science (,\ ftcr C'\ it of ont> year) 

(2) Diploma in Science (After e \ it of two yeu 1 ,) 

(3) R1chclor in Science (A fter e \il of three years) 

7. I t·.ll'hinJ.! I .earning Approach: 
This prohrramme will utilize the following pedagog1c approach-

• Lecture/Seminar 
• Demonstration 
• Readings/written assignment sand Field Projects 
• Group discussions/tutorial and Commu11i1y visit 
• Projectwork 
• Field Visit/Survey/Dissertation 

8. Assessment 

The learner in the programme will be assessed throughout the duration of the programme in a fonnative 
and summative evaluations i.e. Mid (1&11) and End Semester examinations. Tobe eligible to appear in 
End semester examination, a student must appear in Mid semester examinations along with at least 75 
percent attendance in class room. 
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UOCTOI{ 11 ,\IUSINGII GOlJI{ V l~IIW,\ VIIJYALA YA, SAGAi< 
(A Crntrnl l lnivrnity) 

Drpnrtmrnt of l\lnlhrn111tifll nnd S111 ti,tirs 
Syllnbns in prr NEP-2020 

U.A./ U.Sc.- Scmc11tcr I (Stntislic~) 

Leid &. 
Course Code T11lc of C'oursl.l 

Credits 
Scm~ lcr I, T p C 

Marks Course De<,11:ncr 
- - - - -

L5 
STAT- DSl\1- 111 Drsc,iplive IA (Mid) - 40 Prof. R.l<.Gang.-le 

Sc-m l Slntistics 4 0 0 4 
EA (End Sem) - 60 

Lecture llrs. 60 
ObjNtivt's: (1) To k am the data types. 

(2) To know how to measure standard statistical parameters. 
(3) To study correlation and its analysis. 
( 4) To explore data pattern by curve fitting methods. 
(5) To learn the vatious economic indices. 

Coune Leaming Outcomes: 
CO I. After completion of this course student will learn data analysis wing statistical 

methodologies. 
CO2: Student will understand the pattern of data for future projection of values 
CO3 . Course will buildup concept to measure the intensity of relationship in qualitative variables 

Unit-wise learning outcome: 
UOI : Completing Unit-I student will learn data compilation and graphical presentation. 
UO2. By completing Unit-II, student wi ll leat·n basic Statistical analysis tools. 
UO3 · End ofUnit-lH provides capacity to learn effect of correlation in two or more variables. 
UO4: By completing Uni t-IV, student wiJI be able to understand the graphical pattern of data. 
UO5 U . V d I . . 'b rut- eve ops capacity m student to know intensity ofrelationslt.ip among attn utes. 

UNlT-1: Statistical Methods: Definition and scope of Statistics, concepts of statistical population and sample. Data: I 
quantitative and qualitative variables, scales of measurement, nominal, ordinal, interval and ratio. Class intervals, 1 

Discrete and continuous frequency distributions, Data presentation: text, tabular and graphical forms, line, bar, I 
multiple bar diagrams, Pie chart, frequency curves, Histogram and Ogives. 

UNIT-II: Measures of central tendency : mean, median, mode, GM, HM with properties, combined mean, Quartiles, 
Measures of dispersion: range, quartile deviation, mean deviation, and standard deviation with merits and limitations 
coefficient of variation. 

UNlT-lll: Moments, absolute and central moments, factorial moments, skewness, kurtosis and their measw·ements, j 
Sheppard's corrections. Bivariate data: scatter diagram, simple correlation, Karl Pearson correlation coefficient with 
properties, Partial and Multiple correlations with their coefficient and properties (upto3 variables only), Rank 
correlation. Spearman rank correlation coefficient with applications. 

UNlT-IV: Principle of least squares, fitting of straight line, fitting of polynomials and exponential curves. Simple 
linear regression, properties of regression coefficients I 

UNIT-V: Theory of attributes, Notation and dichotomy, class and class-frequencies, class-symbols and operators, j 
condition of consistency of data, criterion of independence of attributes, Association of attributes, Yule coefficient. I 
Coefficient of colligation 

Essential Readin2s: 
I . Mood, A.M. Graybiti F.A. and Boes, D.C. (2007): Introduction to the Theory of Statistics, 3rd Edn. 

(Reprint), Tata McGraw-Hill Pub. Co. Ltd. 
2. Gupta S.C., Kapoor V.K., Fundamental of Mathematical Statistics, Sultan Chand and Sons, 
3. Gupta S.C., Kapoor V.K., Fundamental of Applied Statistics, Sultan Chand and Sons. 

Suggested Reading: 
I. Goon A.M., Gupta M.K. and Dasgupta,B. (2002): Fundamentals of Statistics, Vol. I& II, 8th Edn.Thc 

World Press, Kolkata 
2. Miller, Irwin and Miller, Marylees (2006): John E. Freund's Mathematical Statisticswith Applications.. (7th 

Edn.), Pearson Education, Asia. 
E Book Link: National digital Library, e-pgpathshala 
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I 
I Lc,d & 

Semester 

L5 
Sem I 

DOCl'OH IIAKISINGII GOlJH VISIIWAVIDYALAYA, SAGAR 
(A Central University) 

Dl'partment or Mathematics and Statistics 
Syllabus as per NEP-2020 

B.A./ B.Sc.- Semester I (Statistics) 

Course Code Ti tie of Course 
Credits 

l, T p C 
Marks 

STAT-DSM- 112 Statistics IA (Mid)-40 
Practical-I 0 0 2 2 EA (End Sem) - 60 

Course Designer 

Prof. R.K. Gangele 

Lecture Hrs. 60 

Le11rning ObjKtives: ( I) To learn the calculation procedw·e of Statistical methods. 
(2) To measure some slandard statistical parameters. 
(3) To calculate values ofvruious Statistical coefficients 
(4) To examine bivariate data pattern by curve fitting. 
(5) To calculate different coefficients of attributes. 

Course Learning Outcomes: 
COi : After completion of this course student will learn creation of graphs, charts and to calculate 

central tendency, variability, skewness, kurtosis present in data and writing conclusion 
CO2: Student will learn to calculate various coefficients of correlation, regression and attributes. 

List of Practical 
I . Graphical representation of data. 
2. Problems based on measures of central tendency. 
3. Problems based on measures of dispersion. 
4. Problems based on combined mean and variance and coefficient of variation. 
5. Problems based on moments, skewness and kurtosis. 
6 . Fitting of polynomials, exponential curves. 
7. Calculation Karl Pearson correlation coefficient. 
8. Calculation Correlation coefficient for a bivariate frequency distribution. 
9. Calculation Lines of regression, angle between lines and estimated values of variables. 
l 0. Calculation Spearman rank correlation with and without ties. 
11. CalculationPartial and multiple correlations. 
12. Planes ofregression and variances ofresiduals for given simple correlations. 
13. Practical on consistency of data in terms of attributes. 
14. To calculate Yule coefficient in attributes. 
15. To calculate coefficient of colligation. 

There will be 8 marks on Viva-voce and 7 marks on practical records in the End sem in MM60. 

:'assed by Board ofStu:Jies o.ted.tJ./.d/.l.Y 
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OOCTOI{ 11 ,\IUSINCII (;0IJ1{ \'ISll\\'A Vll)YAI.A \ ' A, SACA I{ 
(A Ctn lrnl l fnivtnity) 

lltpnrtmt>nt of l\111thtn111tin 1111d St111i, tin 
Syllnlms u prr N EP-2020 

B.A./ B.Sc.- Srnu~sll'r I (Stntistics) 

CrcJ,1:1 
Scnw~l1.'T Course Code TIiie or Course 

L T p C 
Marks Course Uc~1gner 

L5 
MTS-MDl\t - 111 IA (Mid)- 40 Dr. Dhupendra 

I SNll I Mnll"ix Theory 5 I 0 6 EA (End Sem) - 60 

Lecture Hrs. 90 
Learning Objeclives: 

• To understand the basic concept of matrices and their types 
• To familiar with the application of Caley I Iamilton theorem in finding inverse of matrix. 
• To provide an introduction of Matrices to real life problems 

Course Learning Outcomes: 
CO I: Students should have an enhanced knowledge and understanding of Matrix theory. 
CO2: The course skills should provide several methods for approaching problems students encounter in 

their future endeavors. 
CO 3: Students should be better able to understand matrix concept in terms of linear map. 

Unit wise Leaming Outcomes 

Unit I: 

UO I: Students should be able to determine the rank of matrix and elementary operation to convert into 
Echelon form , normal form, etc. 

UO 2: Students should be able to evaluate eigen values and eigenvectors of various square matrices. 
UO 3: Students should be able to solve system oflinear equations througl1 matrix methods. 
UO 4: Students should be able to understand matrix into linear map and vice-versa. 
UO 5: Students should be acquainted with the knowledge of MATLAB and applications matrices into 

real life problems. 

Matrix algebra, Row and column vectors ofa matrix, row rank and column rank, Echelon matrix, 
reduced Echelon matrix, rank of a matrix, normal form of a matrix, inverse of matrix. 

Unit 11: Square matrices, square block matrices, eigenvalues and eigenvectors of a matrix, relationship between 
eigen values and eigenvectors, nature of eigenvalues of special types of matrices, the process of finding 
eigen values and the eigenvectors. 

Unit IU: Cayley-Hamilton theorem and its use in finding of inverse, application of matrices to system of linear 
equations, consistency and inconsistency, 

Unit IV: Matrix as a linear map: subspace and span, basis and dimension, linear transformation. coordinate 
vectors, coordinate matrices, change of the basis matrix, equivalence and similarity. 

Unit V: MATLAB basics, practical approach of matrices through MATLAB, applications of matrices in real 
world problems, 

Essential Readings 
I . Joel L. Franklin, Matrix theory, Dover Publication 2012. 
2. David W.Lewis, Matrix theory. World scientific, 1991. 

Suggested Readings 
I . Fuzhen Zhang, Matrix theory, Basic results and Techniques, Springer 20 11 . 
2. Leonard E Fuller, Basci Matrix theory, Dover Publication 20 17. 
Essential e-Resources 
I. httos//www.scribd com/book/27 I 620206/Matrix- ry 

2. ht1 rin er.com/book/10. 1007/ 81-7 

!'med bv Board ors~ Dated.JJ./9-'/~.~-
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Semt"'f('f 

u 
S~m I 

DOC! OH ll,\HISINGII GOllH Vl~IIWAVIUYAL\ YA, SAGAi{ 
(A Crntral llnivr~ily) 

l>rpnrlmrnl of Mathrmntirs and Slatislirs 
Syllabus 11s prr NEP-2020 

B.A./ U.Sc.- Srmrstrr I (Stntistics) 

Credlls 
Course Code T11le of Course 

L T p C 
Marl-.s 

MTS-AEC-111 Graph Theory IA (Mid)-40 2 0 0 2 
EA (End Sem)- 60 

Course D~ 1gncr 

Dr. Kavita ShdvMtava 

Lectures Hrs:30 
LA-arning Objl'l'tivcs: 

I. Students will achieve command of the fundamental definitions and concepts of graph 
theory. 

2. To study proof techniques related to various concepts in graphs. 
3. To explore modem applications of graph theory. 
4. Able to apply theoretical knowledge acquired to solve reali stic problems in real life. 

Course Learning Outcomes: 
CO 1: Understand the basic concepts of graphs, and different types of graphs. 
CO2: Understand the properties, theorems and be able to prove theorems. 
CO3: Apply suitable graph model and algorithm for solving applications. 
CO4: Understand the Travelling Salesman's problem. 
COS: Fonn Dijkstra's algorithm and apply it in various situations. 

Unit Wise Learning Outcomes: 
UOl. To learn about graph and its properties. 
UO2. To learn about types of graph. 
UO3. To learn about travelling salesman problem and its application. 
UO4. Aware about planar graph. 
UO5. Aware about shortest ath trees and its ro erties. 

Unit I: Definition, examples and basic properties of graphs, graph tenninology, types of graph, path, 
trail, circuit, cle com lement a h. 

Unit 11: Sub graphs, Spanning Subgraph, Isomorphic Graph, Homeomorphism graph, Connected 
graph, Disconnected graph, Cut set, Cut point, Complete graph, Labelled graph, Weight 

a h, Re ar h, Bi artite a h, Com lete bi artite a h. 
Unit Ill: Definitions: Directed and undirected graphs. Hand shaking property and its problems. Real 

life applications, Applications- Konigsberg bridge problem, Utility problem and travelling 
salesman roblem. Euler a hs and Hamiltonian a hs no theorems roblems 

Unit IV: Planar graph, Properties of planar graph, Non- planar graph, Euler formula, Kuratowski 's 
theorem Gra h colorin . 

Unit V: Shortest path, Dijkstra' s algorithm, Trees and their properties, Spanning tree, Krnskal's 
al orithms. 

Essential Reading: 
1. NarasinghDeo, Graph Theory with applications to engineering and computer Science, Edition, 

Printice hall of lndia Private Limited, 2009. 
2. Ralph P. Grimaldi., Discrete and Combinat01ial Mathematics, 5th Edition , Pearson, 2006. 

Suggested Reading 
1. GeirAgnarsson and Raymond Greenlaw, Graph Theory, Modeling, Applications and 

Algorithms, I st Edition, Pearson Education, Inc, New Delhi 2009. 
2. John Clark and Holton D.A, A First Look at Graph Theory, Edition, Allied Publishers. 200 I. 
3. Douglas B West, Introduction to Grap~1 eo , 2nd Edition, Printice hi1II of lndill Pri ,,;11~ 

Limited, New Delhi. . ~ v" 
(l /JA'Q \\ ~:i~ ~~ Y' ~ 
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Le, el 
&Semester 

LS 
Sc-m. I 

DOCTOR IIARIS INGII GOUR VISIIWAVIO\'ALA\'A,SAGAR 

(A Crnlral IJnivr~ily ) 
Drpnrlmrnt of Mnlhrmntics and Slalislics 

Syllnhus as per Nl!:P-2020 
D.A./ D.Sc.- Semester I (S lnlis lics) 

Credits 
Course Code Title of Course 

L T 
Marks 

p C 

MTS-SF.C-111 2 
IA(Mid)-40 

Vertor Calculus 2 0 0 EA(End St-m)- <iO 

Learning Objectives: 

Course De51gner 

Dr. U.K. Khedlekar 
Dr. Dhupt-ndn, 

Lectures Hrs:30 

To understand the concept of differentiation of vector function, and applications of Scalar and 

vector product. To understand the aspects of gradient, divergence and curl. 

Course Learning Outcomes: 
COJ: Students capable to understand the vector valued fonction. 

CO2: After completion of this course, students should be able to manipulate vectors to 

perfonn geometrical calculations in three dimensions. 

COJ: They will also able to calculate and interpret derivatives in up to three dimensions. 

llnit Wisc Learning Outcomes; 
UOI. To learn about vectors and Scalar 
UO2.To learn about partial differentiation of vector function . 

UOJ. To learn about derivative of sum and dot product. 

UO4. To find out the derivative of cross product of two vectors. 

UOS. To discuss about gradient, divergence and curl. 

Unit- I: Differentiation of a vector function and Partial differentiation of a vector function. 

Unit- II: Derivative of sum and dot roduct of two vectors and their ro erties. 

Unit-Ill: Derivative of cross roduct of two vectors and their 

Unit- IV: Work done and moment by force. 

Unit - V: Gradient, diver ence and curl. 

Essential Readings: 
I. P.C. Matthew's, Vector Calculus, Springer Verlag London Limited, 1998. 

Suggested Readings : 
I. G.B. Thomas and RL. Finney, Calculus, 9th Ed., Pearson Education, Delhi, 2005. 

2. H. Anton, I. Bivens and S. Davis, Calculus, John Wiley and Sons (Asia) P. Ltd. 2002. 

E-resource: 
https://on linecourses. nptel .ac. in/noc22 ma03/preview hnpo/-youtubo;;:OHJU;r ~ 
G~t 
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DOCTOH HAl{ISINGII GOIJK \'ISII\\',\ Vil>\' ALA\' A, SAGAi{ 
(A Crntral l lnivt>n1ity) 

i)('pnrlmrnt of Mnlhcmnlifs 1111d Slnti~tin 
Syllubus ns pt>r NEP-2020 

D.A./ B.Sc.- Scmcslrr II (Slntistics) 

L.:1d & Cred11s 
I - -

Course Code T11le or Course Marks Cour~e Ucs1gner 
SL•mcslcr L T p C 

L5 STAT- DSM- Probnbility nnd IA (Mid) - 40 Prof. D. Shukla 
St"m II 211 Disllibulions 

4 0 0 4 EA (End Sem) - 60 

Lecture Hrs. 60 

Learning Objectives: 
I. To study concept of probability. 
2. To study nature of random variables& its probability function. 
3. To learn average and variability under probability phenomenon 
4. To learn about moments ofa random vaiiable by various approaches. 
5. To study different nature of probability distributions. 

Course Learning Outcomes: 
CO I: After completion of this course student will learn the concept and caJculation of probabilities. 
CO2: Student cai1 identify the random variables with their distributions. 
C03: Student will be capable enough to understand properties of probability distributions. 

Course Learning Outcomes: 
UO I: After c-ompletion of unit I, the student will learn the basics of joint probability, conditional 

probability and probability of union of events. 
U02: This unit II will make students capable for dealing with random variables. 
U03: Unit HI will help to understand average and variability under probability setup. 
U04: At end of unit IV student will learn m.g.f, characteristic function and cwnulates and their uses. 
U05: Student will learn the various o ular robabili distributions with ro rties. 

UNIT I: Probability: Introduction, random experiments, sample space, events, Definitions of Probability 
- classical, statistical, a11d axiomatic. Joint and Conditional Probability of events, laws of 
addition and multiplicaliou, independent events, Bayes' theorem. 

UNIT II: Random variables: discrete and continuous random variables, p.mf, p.d.f.,c.df of random 
variables, Two dimensional random variable of discrete and continuous types, joint, marginal 
and conditional p.m. f, p.d. f. 

UNIT Ill: lndependence of random variables, Expectation of single and bivariate random variables and 
its properties. Conditional Expectation and conditional variance, Theorems on expectation and 
variance. 

UNIT JV: Moment generating function (m.g.f) with properties and applications, Characteristic function 
and properties. Cumula11t generating function, Uniqueness and Inversion theorems (without 
proof) along with applications. 

UNIT V: Standard probability distributions: Binomial, Poisson, geometric, negative binomial, uniform, 
nonnal and standard normal, exponential and gamma distributions along with derivation of their 
me variance and other ro rties. 

Essential Readings: 
I. Myer, P.L. (1970): Introductory Probability and Statistical Applications. Oxford & IBH Publishing_ 
2. Gupta S.C., Kapoor V.K., Fundamental of Mathematical Statistics, Sultan Chand ai1d Sons , - -
3. Gupta S.C., Kapoor V.K., FundamentaJ of Applied Statistics, Sultan Chand and Sons. 
Suggested Reading: 
I. Hogg, R. V., Tanis, E.A. and Rao J.M. (2009): Probability a11d Statistical Inference, Seventh Ed 

Pearson Education, New Delhi. 
2. Miller, Irwin and Miller, Mary lees (2006): John E. rrew1d's Mathematical Statistics with 

Applications (7th &In.), Pearson Education, Asia ~ kU•~:;~mlL~rl• ~L 
V~..t~ 
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Lc,cl & 
Semester 

L5 
Sem II 

DOCTOR IIARISINGII GOUR VISIIWA VII)\' ALAYA, SAGAR 
(A Crntral Univenity) 

L>rpnrtmrnt or M111hematics 11nd Statistics 
Syllnbns as prr NEP-2020 

D.A./ B.Sc.- Semester II (Statistics) 

Course Code T1lkof Credits 
Course I, T p C 

Marks 

STAT-DSM- 212 Statistics IA (Mid)-40 
Practical-II 0 0 2 2 EA (End Sem) - 60 

Learning Objectives: 
I . Learn lo calculate probability of events. 
2. To knowhow to create random variables& its probability function. 

Course Designer 

Prof. D. ShukJa 

Lecture Hrs. 60 

3. To compute expectations with average and variability wider probability setup. 
4. To calculate moments ofa random variable by various approaches. 
5. To fit different probability distributions on real data. 

Course Learning Outcomes: 
COi : After completion of this course sn1dent will learn the calculation of joint and conditional 

probabilities of events 
CO2: Student will learn fitting of probability distribution over real data 
CO3 : Student will understand the effect of variations of parameter over shape of probability 

distributions. 

List of Practical (60 hours) 
I. Two coin, three coin, four coin toss experiments and calculation of joint 

probabilities and conditional probabilities. 
2. One dice, two dices thrown experiments and calculation of joint, conditional 

probabilities. 
3. Calculation of P (AUB), P (AUBUC), P (AUBUCUD) probabilities 
4. Practical calculation based on Bayes theorem 
5. Calculation of univariate and bivariate expectations for discrete and continuous 

random variables. 
6. Calculation of conditional variance in bivariate discrete probability distributions. 
7. Fitting of binomial distributions for n and p = q = ½. 
8. Fitting of binomial distributions for given n and p. 
9. Application problems and fitting of Poisson distribution. 
IO. To calculate the ordinate for a given value for normal distribution. 
11. Application based problems using normal distribution. 
12. Fitting ofnormal distribution when parameters are given. 
13. Fitting of normal distribution when parameters are not given. 
14. Practical on geomenic disbibution. 
15. Practical on exponential and Uniform distributions. 

There will be 8 marks on Viva-voce and 7 marks on practical records in the End sem in MM60. 

!'lssedi,vloardof Studies Dated.JJ/.P.,U.~ 
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l>OCTOH IIAIUSINGII C.Ol!H VISIIWAVIUYAI.A YA, SA<;AI{ 
(A ( 'rntrHI llnivrr~ity) 

1>,•,11u-1111rnt or MHthr11111tir~ 11nc.l St11tistin 
Syllnbu, 11~ prr NEl'-2020 

II.A./ ll.Sc.- Srmr~trr II (Stntistirs) 

- ---- ------- - -------
I r,d & 

rour.-c Code 
C'rcthls --- ---

S,•m,,~1,•r T11le of Course 
L T p C 

Morl-.s Course U1.~1gncr 

t.,c; IA (l\lid)-40 
Stm II I\ITS-MDl\l-211 Numrriral l\lrlhods s I 0 6 EA (End Sem)- 60 

Dr. R.K.Pandcy 

Lectures Hrs:90 
Ltarninll, Ubjl'Ctivl'! 

1 To explain the e0nstnil'lt0n of n11mcrirc1l method for 1he w lu11on of algehrn1c and tran~cendcntal 
equations. 

::! To mtroducc convergence and stability criteria for various numerical method. 
3 To cxplam the numerical methods for solu11on of system of lmcar and nonlinear equations. 
4 To explain the relaxation and 1terat1ve methods. 
S. To cxplarn the concept of interpolation, Lagrange and Newton 's interpolation. 

Course Learning Outcomes: ·1 his course will t!llable the students to: 
CO- I Obta.m numerical solutions of algebraic and transcendental equations. 
C0-2 Find numencal solutions of system of linear equations and to check the accuracy of the solutions 
C0-3 Learn about various interpolating methods to find numerical solutions initial value problems in 

differential equations 
Unit wise Learninll, Outcomes: After completion of this course students will be able to : 

UOI : Obtwn the approximate solution of algebraic and transcendental equations. . 
U02: Know the alternative numerical method to find the solutions of system of linear equations and able to 

know the way to check the accuracy of the solutions. 
UOJ: Interpret the interpolation to find the missing value form the given set of points. They should also know 

the concept of fimte difTerence. 
U04: Know the derivation of trapezoidal and Simpson's rule and capable to evaluate U,e integrals numerically 

using U,ese methods. 
UOS: Understand application of various numerical methods to find the solution of differential equations. 

llnit-1: Round-off error and computer arithmetic, Local and global truncation errors, Algorithms and 
convergence; Intermediate value theorem and Fixed point theorem (without proof). Bisection 
method, method of false position, fixed point iteration method. 

Unit-II: Newton Raphson and secant method for solving equations. Partial and scaled partial pivoting. LU 
decomposition :llld its applications, Gauss Elimination, Gauss Jordan method, Jndirect method · Jacobi 

and Gauss-Seidel methods. 
lJnit-111: Finite differences; Interpolation; Newton 's forward and backward interpolation, Lagrange's 

interpolation, Newton 's divided difference; Piecewise interpolation, Spline. 

Unit-IV: First order and second order approximation for first derivative, Approximation for second derivative; 
Numerical integration: Trapezoidal rule, Simpson's rule and error, Gauss Quadrature. 

Unit-V: Picard method, Euler's method (Forward, Backward and Modified), Runge-Kutta methods (explicit); 
Error term of Euler method. 

Essential Readings: 
I . Brian Bradie (2006), A Friendly Introduction lo Numerical Analysis. Pearson . 
2. M.K. Jain, S. R. K. Iyengar& R. K. Jain (2012). Numerical Methods for Scientific and Engineering 

Computation (6th edition), New Age International Publishers. 
3. RobertJ. Schilling& Sandra L. Harris (1999). Applied Numerical Methods for Engineers Using MATLAB 

and C. Thomson-Brooks/Cole. 
4. Melvin J. Maron, Numerical Analysis A Practical Approach, Macmillan Publishing Company Inc .. New 

York, 1982. 
Suggested Readings: 

I . S. S. Sastry, Introductory Methods of Numerical Analysis, PHI Leaming Private Limited, New Odh1. 
2010. 

2 C. F. Gerald & P. 0 . Wheatley (2008). Applied Numerical Analysis (7th edition), Pc:irson Fduc:111011. lnd, :i 
E- Resource: 

t,!u_1!1crical m\;,!hods - Course (nptili£..i.!tl ~:-~~~•d~Mru~~' · 1:J2_ur~n!.£ 
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!'assedbyBoaidofStudics Dated///~/~ 
J 



I Level & 
Semester 

DOCTOR HAIUSINGH GOIJR VISIIW.\ VIDYALA y A, S.\GAR 

(A Central University) 
Department of Mathematic!! and Statistics 

Syllabus as per NEP-2020 
B.A./ B.Sc.- Semester II (Statistics) 

Course Code Credits 
Title of Course 

L T p C 
Marks Course Designer 

LS 
MTS-AEC- 21t Fundamentals of 

Sem II Com uter 
2 0 0 2 IA (Mid) - 40 Prof. D. Shukla 

EA (End Sem) - 60 
Lecture Hrs. 30 

Learning Objectives: 

• To confidently operate computers to carry out computational tasks 

• To understand working of Hardware and Software, the importance of programming languages, 

number systems. 

• To describe the organization and operation of a computer processor, primary and secondary memory, 

peripheral devices and to give computer specifications 
Course Learning Outcomes: 

CO l: Students should enhance knowledge of computer, structure of computer and its generation . 

CO2: Students should be familiar with conversion of number systems. 

CO 3: Students should be able to understand the basic concept of programming languages. 

Unit wise Learning Outcomes: After the completion of course students should be able 

UO 1: To enhance the basic knowledge of computer and its generation. 

UO 2:To understand the basic structure and types of computer. 

UO 3:To familiar with the number system and conversion from one to another. 

UO 4: To understand various types of computer memory. 
UO 5:To gain the basic knowledge of computer programming. 

Unit I: Introduction to Computers - Computer Characteristics, Concept of Hardware, Software, Evolution of 

com uter and Generations 

Unit II: Types of Computer - Analog and Digital computers, Hybrid Computers, General Purpose and Special 

Purpose Computer, Limitations of Computer, Functional Block Diagram of Computer. CPU, ALU, 

Memo Unit 
Unit ID: Number Systems - different types, conversion from one number system to another ,Input Device -

Keyboard, Mouse, Scanner, MICR, OMR. Output Devices - VDU, Printers - Dot Matrix, Daisy­

wheel, Inkjet, Laser, Line Printers and Plotters 

Unit IV: Memory Concept, Memory Cell, Memory Organization, Semiconductor Memory - RAM, ROM, 

PROM, EPROM, Secondary Storage Devices - Magnetic Tape, Magnetic Disk (Floppy Disk and 

Hard Disk. Com act Disk. 

Unit V: Computer Languages - Machine Level, Assembly Level & High Level Languages, Translator 

Pro rams - Assembler, Inte reter and Com iler. 

Essential Readings 
I. P.K. Sinha and P. Sinha, Computer Fundamentals, BPB Publishers, 2007. 

2. SheemaThareja, Fundamental of Computers Oxford University Press, 2019. 

Suggested Readings 
I . E. Balagurusamy, Fundamental of Computers and Programming, McGraw Hill Education 2011 . 

2. A. Geo!, Computer Fundamentals, Pearson Education, 2010. 

Essential e-Resources 
• https://www.amazon.in/Fundamentals-Computers-Manaullah-Abid-ebook/dp/807YZ36XHM 

• htt s://www.mheducation.eo.in/fundamentals-of-com uter 97800701 1605-india 

~ 

• _ brlalrdofStudies D1&1d:IIJ~ijl:~ 
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LeHI& 
Semester 

LS 
Sem II 

DOCTOR IIARISINGII GOUR VISIIWAVIDYALAYA, SAGAR 

(A Central University) 
Department of Mathematics and Statistics 

Syllabus as per NEP-2020 
B,i\,/ B.Sc.- Semester II (St11tistics) 

Course Code Title of Credits 
Course L T p C 

Marks 

STAT-SEC-111 Business IA (Mid)-40 
Statistics 

2 0 0 2 EA (End Sem) - 60 

Course Designer 

Prof. D. Shulda 

Lecture Hrs. 30 

Learning Objective:( I) To understand business indicators. 

(2) To understand fluctuations in business 

(3) To visualize the pattern of demand and supply in business 

Course Learning Outcome 

COi: After completion of this course student will learn about the business indicators. 

CO2: Student will understand the business variations over time. 

COJ: Student will be capable enough for taking business decisions over d ifferent situations. 

Unit wise Learning outcomes 

UOt : Unit I will enable students to understand constriction of economic indicators. 

UO2: Unit 11 will make student capable to choose the best economic indicator among a ll. 

UOJ: Unit Ill will establish a foundation of understanding business variations. 

UO4: Unit IV provides a platform to know about effect of inter-relationship of business variables. 

UOS: This Unit V develops capacity to understand demand-supply laws and their relative rate of 

variations. 

UNIT I: Need of Index number, problems in construction of index number, weighted average and price relative 

indices Laspeare, Paasche, Edge worth-Marshal, Walsch ,Drobish-Bowley, Fisher indices, numerical 

exam Jes of calculation. 
UNIT IJ: Fixed base and Chain base indices, test of a good index number, time reversal, factor reversal and 

circular test Classification of index numbers, cost of living index number. Error in measurement of 

indices. Advanta es of indices 

UNIT Ill: Need of time series, components of time Series, Trend, Seasonal, Cyclic and Random fluctuations, 

models for time series, A lications in business forecastin 

UNIT IV: Measurement ofTrend of time series, Graphic and Semi-average methods, moving average method, 

measurement of seasonal variations, Ratio to trend, Ratio to moving average and Link relative 

methods. 
UNIT V: Basics of Demand analysis, Law of demand and Supply, price elasticity, partial and cross elasticity, 

Leontiefand Pi ou method En el 's Law and En el curve. 

Essential Reading: 
l . Gupta S.C, Kapoor V.K., Fundamental of Applied Statistics, Sultan Chand and Sons. 

2. Goon, AM, Gupta M.K. and Dasgupta B.(2002):Fundamental of Statistics, Vol I and n, 
3. · S.P. Gupta, Fundamental of Statistics, Sultan Chand and Sons. 
4. A.K. Sharma, Text book of Index number and Time series, DPH Mathematics Series. 
5. S.P. Gupta and M.P. Gupta, Business Statistics, Sultan chand and Sons. 
6. D.R Aderson and Thomas A Williams, Statistics for Business and Economics, 

Cengage Leaming Publication. ~i ~pwa~hw;;:mes0S~~~~ 
u-~ .,z; 

~med by Board of Studies Dated.1/J~~l~ 
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DOCTOR IIARISINGII GOlJR VISIIWAVlllYALA YA, SAGAR 

(A Crnlrnl l/nivrrsily) 

Drpnrlmrnl of Malhrmntirs nnd Stnti~tir, 

Syllnhus JU prr NEP-2020 
D.A./ U.Sc.- Scmrstrr Ill (Stnlistics) 

Lc,d & 
Cour~c Code 

Crcd11s 

Scml-"SICT 
Title of Course 

L T p C 
Marl s Courst: DC'>1gncr 

L6 
Sf-~ltr Ill STAT-DSl\l-311 Sampling Thto1-y & Disltibutions 4 0 

IA (Mid)- 40 
0 .. 

EA (End Sem) - 60 
Prof. Diwakar Shukh 

Ll'clurts llrs. 60 

l-"1trning Objrclil·l'5: 
I . To study ,·arious theorems and convergence. 

2. To stud~· testing of null hypothesis using various methods. 

3. To know ho\\ to conduct sample sun•C)·. 

4. To study various sampling techniques. 

5. To study some standard estimation melhods. 

C"ourst' L<-aming Outroml'S: 
After completion of this course students will be able to find oul parametric value (mea11, variance etc.) on 

the basis of random sample with optimal error. Also tbe students will be able Lo organize a sample survey and 

~ill be able to draw conclusion using statistical lests. 

Unit-Wise teaming outtome: 
UO I : Understanding the properties of sequence of random variables. 

UO2: Leaming about fundamentals oflesting the hypothesis. 

UO3: Underslanding of need and importance of sampling. 

UO4: Leaming and application of various sampling schemes. 

UO5: Leaming about various estimation methods using sampling. 

UNIT I: Sequence of random variables convergence in probability, almost sure convergence, convergence in mean square and 

convergence in distribution. Chebyshev·s inequality, W.L.L.N., S.L.L.N. and their applications, De-Moivre·s and 

Lindeberg - Levy Cenlral Limit Theorem (C.L.T.) for i.i.d. variales. LiapounofTCenlral Limit Theorem (wi thoul 

oroot). 
UNIT II: Definitions of random sample, parameter and statistic, sampling distribution of a statistic, null and allemative 

hypotheses, level of significance, Type I and Type II errors with probabilities and critical regions. Large sample Z-

testing of single proportion, difference of two proportions, single mean, difference of two means, Testing of variance 

and standard deviation. Tests based on Chi-Square, mean tests based on t, variance test based on F distributions. 

UNIT D: Populalion and sample, need for sampling, advanlage and disadvanlage of census and sample survey. Basic principles 

of sampling. Types of sampling, Organization aspects of sample survey. Sample selection and sample size 

determination, preparation of questionnaire, Sampling error and non-sampling errors, confidence interval of mean. 

UNIT IV: Simple Random Sampling (SRS) with and \\·ithout replacement. Some theorems on SRS, Stratified random 

sampling, proportional and Neyman allocations. Efficiency comparisons with SRS. 

UNIT V: Systematic sampling and its variance, Ratio, Product, Difference and Regression methods of estimation_ their bias 

and ms.e. under simple random sampling with properties and mulual comparisons. 

Essential Readings: 
I. Gupta S.C., Kapoor V. K (2007). : Fundamental of Mathematical Statis1ics, S. Chand. 

2. Gupta S.C., Kapoor V.K. (2014): Fundamental of Applied Statistics, S.Chand and Sons. 

3. Cochran, W.G (1977). : Sampling and Techniques, John Wiley & Sons Inc: 3rd edition. 

4. Sukhaune, P. V. and Sukha1me, B.V. (1970) Sampling Theory of Surveys with Applica1ions. Iowa State University Press. 

Ames. 
, · 

5. Mood, A.M., Graybill, F.A and Boes, D.C. (2007): Introduction to the Theory of Statistics, 3rd Edn. (Reprint), Tata McGraw­

Hill Pub. Co. Ltd. 

6. Sukhatme, P.V. and Sukhatme, BV, Sukhatme, Sand Asok, C (1984): Sampling l11eory ofSun,eys with Applications. Indian 

society for Agriculture Statistics, New Delhi. 

!Haunted R.ading: 

I. Goon, AM., Gupta, M.K. and Dasgupta, B. (2003): An Outline of Statistical Theory, Vol. I, 41h Edn. World Press. Kol l :ua 

2. Rohalgi V.K. and Saleh, A.K. Md E. (2009): An Introduction t Probabilit , and Stalistics. 2nd Edn. (Rt!prinl) John Wrl~ 

aid Sons. \ M E--....,N.,;ooSD;;-- \\\I.\ V \.~~ 

PIIISldbrlolrdofStudiesDated.tl/.~h,~ - -



Lc, cl & 
Semester 

DOCTOR HARISINGH GOUR VISHWAVIDYALA YA, SAGAR 
(A Central University) 

Department of Mathematics nnd Stntistin 

Syllabus ns per NEP-2020 
B.A./ B.Sc.- Semester Ill (Statistics) 

Course Code Till.: ufCow~e 
Cr.:d1ts 

L T P C 
Marks Course Designer 

L6 
~mrster Ill STAT-DSM-312 Statistics Practical - Ill 0 0 2 

IA (Mid) - 40 . 
2 EA (End Sem) _ 60 Prof. D1wakar Shu kl · 

Lectures Hrs. 60 

I.taming Objcctivt'S: 

1. To learn to draw random samples from population. 

2. To perform statistical tests of significance based on sample. 

3. To draw statistical conclusion and decision. 

4. To learn various techniques of sampling. 

5. To calculate bias and MSE of various estimation methods using sampling. 

Course Learning Outcomes: 
After completion of this course, students will be able to apply the appropriate statistical tests of significance 

on different situations. AJso, students will learn parameter estimation under different sampling schemes 

and will be able to draw valid conclusions using sample data. 

List of Practicals: 

I . Practical on test of significance and confidence intervals using Z- test for single proportion and difference 

of two proportions 

2. Practical on test of significance and confidence intervals using I-test for single mean, difference of two 

means and paired tests. 

3. Practical on testing of significance and confidence intervals for difference of two standard deviations. 

4 . Practical on exact sample tests based on Chi-Square distribution. Testing goodness of fit. 

5. Practical on test of the population variance using F-test. 

6. Practical on SRS based on unbiasedness and variance. 

7. Practical on stratified sampling and on various types of sample size allocations. 

8. Practical on systematic Sampling. 

9 . Practical on ratio and product estimators for a calculation ofbiasedness, MSE. 

10. Practical on difference estimator and regression. 

11. Practical based on comparison of MSE of different estimators on same data 

There will be 8 marks on Viva-voce and 7 marks on practic 1e End sem in MM60. 

Pmed~Bolrd~~tudies Dittd,U,/.6J/<J/ 
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S~11l~l1.'r 

L6 
Sm1rs1rr IV 

DOCTOR IIARISIN(:11 <:Olli{ VISIIWAVIDVALA YA, SA<;A I{ 

(A Crn1r11I 1/nivrr~ily) 
Ur1l11rtmrnt of M11thrn111tir5 nnd StnliJlin 

Syllnl>u s os prr NEl'-2020 
B.A./ B.Sc.- Srmrstrr IV (Stnti~tics) 

(' ow ~c (' uJc Ti1lc of C'ow ~c 
Credits 

Mar~~ 
L T I' C 

STAT-DSM-411 St.tlistical Inference 4 0 0 4 
IA (Mid) - 40 

EA (End Srm) - 60 

uaming Objertivrs: 

I. To aware students with fundamental of stoll st1cal mlerence. 

2. To teach some specific methods of good and efficient estimation. 

3 . To make aware students about the power of tests of sigm ficance. 

4. To introduce to students the theory of sequential estimation, testing and application. 

5. To study operating characteristics and ASN of a system. 

Course Learning Outcome~: 

(' uu1 ~c Dc:,1i;rn:r 

Prof. R.K.Gangrll' 

Lerlnrrs lh-s. 60 

After completing this course student will learn the concept of statistical inference and various methods of 

e.ttmation related tu population parameter. They wi ll also learn obtaining power of different tests of signilit.:ance 

for testing sample statistic. Moreover, they will aware about the use and importance of operating characteristic of 

a system. 

Unit-Wise Leaming Outcomes: 
UOl : Leaming of basic characteristics of estimator. 
U02. Learning about procedure of obtaining best estimator. 
U03: Learning about method of obtaining the most powerful stati stical test. 

U04: Understanding about the sequential tests. 
UOS Le bo h . f ·a1 .th 1· arntng a ut c aractenst1cs o sequenlt tests w1 aoo 1cat1ons. 

UNIT I: 
Estimation: concepts of estimation, unbiasedness, sufficiency, consistency and efficiency. Factorization theorem complete 

statistic, minimum variance unbiased estimator (MVUE), Rao-Blackwell theorem and its applications, Cramer-Rao inequali ty 

UNIT II: 
Methods of Estimation. method of ma'l:imum likelihood with properties, interval estimation, confidence limits for normal 

distribution, basic idea of Bayes estimators. 

UNIT Ill: 
Principles of test of significance: Null and alternative hypo1heses (simple and composite),Type-1 and Type-II errors. size and 

power of test best aitical region, most powerful test, uniformly most powerful tesl, Neyman Pearson Lemma(statement and 

applications lo construct most powerful test). 

UNITIV: 
Sequential analysis: Sequential probability ratio test (SPRT) for simple vis simple hypotheses. Fundamental relations among a, 

~, A and B, determination of A and B. 
UNIT V: 
Wald's fundamental identity, derivation of operating characteristics (OC) and average sample number (ASN) functions, examples 

based on normal, Poisson, binomial and exponential distributions. 

Essential Readings: 
I. Goon A.M., Gupta M.K. Das Gupta B. (2005), Fundamentals of Statistics, Vol. II World Press, Calculla 

2. Rohatgi V. K. and Saleh, AK. Md. E. {2009): An Introduction to Probability andStatistics.2ndEdn. (Reprint) John Wiley 
and Sons. 

Suggested Readings & Links: 
I. Miller, I. and Miller, M. (2002): John E. Frew1d's Mathematical Slalistics (6th addition, low price edition), Prentice I tall 

of India 
2. Dudewicz, E. J., and Mishra, S. N. ( 1988): Modem Mathematical Statistics, John Wiley & Sons. 
3. Mood A.M, Graybill F.A. and Boes D.C, Introduction to the Theory of Statistics, McGraw Hill. 

4 Bhat B. R.. Srivenkatramana T and Rao Madhava K.S. ( 1997) Statistics: A Aeginner" s Te.xi, Vol I. New Age 
International (P) Ltd. 

5 Snedecor G.W and Cochran W.G. (1967) Statistical Methods. Iowa State University Press. 
<, V K. Rohatgi (2003): Statistical Inference, Dover Publication 
7 S~ena H C. and M.K. Surendran P.U. (1967) : Statistical feren '.'."S.Chan~ 

E-Rnourte: I. hltps://nottl.11c.in/course!I/I 11105043/ l ~ 
2. N•;on,1 o;g;lal Ub,my V/1 ~ 

~~ ~ 
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Sf'mt'Strr IV 

DOCTOR HARISINGII GOUR VISII\VAVIIJVALAYA,SAGAR 

(A Cl'nlral l lnivl'r.iily) 

Dl'pnrlmcnt of Malhl'mntir~ nnd SIHli~lics 

S)1ll11bns as pl'r NEP-2020 
II.A./ U.Sr.- Sl't11l'Sll'r IV {SllJlislirs) 

Tille of Cuu, ~I! 
CredrL~ 

L T p (' 
Marl.s 

STAT-DSM- 412 Statistics Practical - IV 0 0 2 2 
IA (Mid) - 40 

EA (End Scm) - 60 

Course Dt-signcr 

Prof. R.K. Gangcle 

Lecture lln. 60 

Lranting Objectivl'S: 

I . To introduce students with fundamental of statistical Inference. 

2. To calculate some specific methods of good estimation. 

3. To make aware students about the computation of dilTerent tests of significance 

4. To introduce students ,,ith 1he theory of sequential estimalion, with computation testing and analysis. 

5. To aware about derivation and computation of operaling characteristics with ASN. 

Course Leaming Outcomes: 
After completing this course student ,,~II learn the concept and computation of statistical inference and various 

methods of es1ima1ion rela1ing to population parameter. They ,~II also learn calculation and interpretation of dilTerent 

tests of significance for testing sample statistic. 

List of Practicals: 
I 

I I . Practical on unbiased estimators. 

2. Practical on consistent estimators, efficient estimators and relative efficiency of estimators. 

3. Practical on Cramer-Rao inequality and calculation on MVB estimators. 

4. Practical on sufficient estimators - factorization theorem, Rao-Blackwell theorem, complete 

sufficient estimators. 

5. Practical on calculation of maximum likelihood estimation. 

6. Practical on calculation on asymptotic distribution of maximum likelihood estimators. 

7. Practical on calculation on estimation by the method of moments, minimum Chi-square. 

8. Practical on calculation of Type I and Type U errors. 

9. Practical on most powerful critical region (NP Lemma). 

I 0. Practical on calculation on uniformly most powerful critical region. 

11 . Practical on unbiased critical region. 

12. Practical on draw of power curves. 

13. Practical on likelihood ratio tests for simple null hypothesis against simple and composite 

alternative hypothesis. 

14. Practical on asymptotic properties of LR tests. 

15. Practical on SPRT procedure. 

16. Practical on draw of OC function and OC curve. 

17. Practical on draw of ASN function and ASN curve. 

There will be 8 marks on Viva-voce and 7 marks on practical rec nd semi 0 . 
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ll ,\l{ISIN(,II {;OlJH VISIIWA \'IUY,\LA \ 'A, S,\GAH 

(A Crnlral Univl'r.iily) 
l><'p11rhnl'nl or Malh<'nrnlirs and Shtlislirs 

Syllabus 11s p<'r NEP-2020 
D.AJ B.Sc.- Scm<'sler V (Slalislirs) 

Le\t•l & 
Course Cmk Credit~ 

s~nw~tcr Ti1l.: o f C'u11r~c 
L T p 

L7 
STAT-DSM-511 

Sf'mt"sft'r V Financial Statistics 4 0 0 

Leaming Objectives: 

(I) To re, IC\\ basics of probability and stochastic processes. 

(2) To learn slochasuc mlegraLion. 1.h:ri1 aLi~es. 

(3) To understand Stochastic models used in Finance. 

(4) To learn Black-Scholes formula used in solving financial problems. 

(5) To study Cox-Ross-Rubinstein approach in financial setup. 

Course Leaming Outcomes: 
CO 1: Learn the tools and technique used in financial Statistics. 

CO 2: Learn the graphical structure of the financial problems. 

CO 3: Learn the stock models and their applications. 

C 

.. 

CO 4: Learn the Black- Shole formula and Cox-Ross Rubinstein approach. 

Unit-Wise Leaming Outcomes: 
UO I : Learn about the trading pattern of stock market. 

U02: Learn about the basics of stochastic process with applications. 

U03: Learn about the role of pricing with Put & Call options. 

U04: Learn about various computing options in stock models. 
U05 L bo d d d I . h th . earn a ut some stan ar mo e s wit e1r properties. 

Ma1·ks Com·.,<' De, ign<'r 

IA (Mid)-40 
EA (End Scm) - 60 

Prof. R.K.Gangl'le 

Lt'ctures llrs. 60 

UNIT I: Probability review: Real valued random variables, expectation and variance. skewness and kurtosis. concLIJonaJ 

probabilities and expectations. Discrete Stochastic processes. Binomial processes, General Random walks, Geometric random 

wal\;s. Binomial models with state dependent increments. 

UNIT II: Tools needed for Option Pricing: Wiener process, stochastic integration and stochastic differential equations. 

Introduction to derivatives: Forward contracts, spot price, forward price, future price. Call and Put options, zero-coupon bonds 

and discount bonds. 
UNIT Ill: Pricing Derivatives: Arbitrage relations and perfect financial markets. pri cing futures, put-call parity for Europe.'.lll 

options, relationship between strike price and option price. Stochastic models in finance: Discrete Lime process- binomial model 

\\-ith period one. 

UNIT IV: Stochastic models in finance: Continuous Lime process- geometric Brownian motion. Ito' s lemma.. Black-Scholes 

differential equation, Black-Scholes formula for European options, Hedging portfolios: Delta, Gamma and Theta hedg ing. 

UNIT V: Binomial model for European options: Cox-Ross-Rubinstein approach to option pricing. Discrete dividends. 

Essential Readings: 
I . Stanley L. S. (2012): A Course on Statistics for Finance, Chapman and Hal l/CRC. 

Su~ested Readings: 
I . Franke, J., Hardie, W.K. and Hafner, C.M. (2011 ): Statistics of Financial Markets: An Introduction, Jrd Edition. 

Springer Publications. 

E Book Link: National digital Library 

~used by Boardot~u.::Jies Olt.tdll,JR~R.+I 
-- ··--·-
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L7 
rmtsltr V 

DOCTOR HARISINGH G 
~ . O UR VISIIWAVIDYALAYA, SAGAR 

(A Cen lral 1/nivenily ) 

Deparlm('nl or Marh"marirs aod Stalisliu 

Syllabus as per NEP-2020 

B.A./ B.Sr.- Semester V (Statistics) 

Course Code Title of Course 
Credits 

L T p C 
Marks 

STAT-DSM-512 Statistirs PrartiraJ _ v 0 0 2 2 
IA (Mid) - 40 

EA (End Sem) 60 

Leaining Objertives: 

( I) To develop ability to compute in financial data 

(2) To learn numerical verification of theoretical results in statistica l finance. 

(3) To learn Stochastic models based calculations in Finance. 

(4) To learn Black-Scholes formula based calculations. 

(5) To learn Cox-Ross-Rubinstein approach based calculations. 

Course Learning Outcomes: 

Counr Designf'r 

Prof. R.K.Gangrlf" 

Lecture Hrs. 60 

CO 1: Learn the tools and technique of calculation used in financial Statistics. 

CO2: Learn the numerical solutions of financial problems. 

CO 3: Learn the stock models and their computational aspects with applications. . . 

CO 4: Learn the Black- Scholes formula and Cox-Ross Rubinstein approach based speer.fie calculation. 

List of Practicals: 

I . To verify "no arbitrage" principle 

2. To verify relationship between spot price, forward price, future price 

3 . To price future contracts 

4. To verify put-call parity for European options 

5. To construct binomial trees and to evaluate options using these trees 

6. To price options using Black - Scholes formula 

7. To hedge portfolios using delta and gamma hedging 

8. To hedge portfolios theta hedging 

9. Pricing of Call options using binomial model 

IO. Computation of dividends on call options as a percentage of stock price. 

11 . Computation of dividends on call options as a fixed amount of money. 

12. Pricing of Put options using binomial model 

13. Call-put parity for options following binomial models. 

14. Effect of dividends on put options. 

There will be 8 marks on Viva-voce and 7 marks on practical records in the End sem in MM60. 

~med by Board of Studies Dated.lJ.l,c~/-2-U 
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(A Cenlral Univenity) 

Deparlmenl of Malhemalics and Slalislics 

Syllabus as per NEP-2020 

B.A./ B.Sc.- Semesler VI (Slatislics) 

I 
Le\d & Counc Cod.: Credi ls /s s,m.s,cr 

Title of Course Marks Courw Drs ig rH'r 

L T p C 

L7 STAT-DSM-611 
Sf,mntrr VI Design of Expe1iments 4 0 0 -' 

IA (Mid)-40 Prof. D. Shukla 
EA (End Sem) - 60 

Lrarning Objectives: 

Lectures Hrs. 60 

I. To introduce various linear models used in analysis of variance. 

2· To !ea.ch fundamentals of experimental desig n and layout and analysis of some basic designs. 

3 . To introduce and analyze factorial experiments with confounding aspects. 

4. To teach CRD and RBD with merits, demerits and applications. 

5. To study LSD and relative efficiency comparisons with other desig ns. 

Course Leaming Outcomes: 

CO I: Leaming of the ANOV A applications. 

CO2: Leaming of the fondamentals of design of experiments. 

CO 3: Learning of some standard basic designs with mutual merits & demerits. . 

CO 4: Learning of the factorial experiment with confounding knowledge of missing plot analysis. 

Unit-Wise Learning Oulcomes: 

UO I: Leaming of different types of models. 

U02: Learning of fundamental properties of design of experiments. 

U03: Learning about the properties of CRD and RBD. 

U04: Leaming of basics of LSD with comparison and handling of missing data case. 

U05 L . f b tJ f: 'al . . h Ii d . 
earnmg o a out 1e acton exoenmenl wit con oun mg. 

UNIT I: Fundamental of analysis of variance, Fixed, random and mixed effect models. One-way and two-way 

analysis of variance. 

UNIT II: Experimental designs: Terminology, yield, Block, Plot, Treatment, Experimental material, ex perimental 

error, basic principles of design, fertility size of plot. 

UNIT ill: Completely Randomized Design (CRD), Randomized Block Design (RBD) RBD with missing plot 

analysis, advantages and disadvantages, efficiency comparison . 

UNIT IV: Latin Square Design (LSD}-layout, model and statistical analysis, relative efficiency comparison, missing 

observations critical difference analysis. 

UNIT V: Factorial experiments: notations and concepts, 22, 23 factorial experiments, design and analy sis. Total and 

Partial confounding for 23 experiments, construction of such experiments in RBD only. 

Essential Readings: 

I . Goon, AM., Gupta, M .K. and Dasgupta, B. (2005): Fundamentals of Statistics. Vol. II, 8th Edn World Press, 

Kolkata 

2. Kempthome, 0. (1965): The Design and Analysis of Experiments. John Wiley. 

3. Montgomery, D. C. (2008): Design and Analysis of Experiments, John Wiley. 

Suggested Readings: 

I. Cochran, W.G. and Cox, G.M. (1959): Experimental Design. Asia Publishing House. 

2. Das, M.N. and Giri, N.C. (1986): Design and Analysis of Experiments. Wiley Eastern Ltd. 

';6 J..~ 

~med by Bolrd ~Studies Datedl/Hll~y 
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DOCTOR IIARISINC 
' ,II COIJR \'ISJl\\'AVID\'ALA \ 'A, SAGAR 

(A Central University) 

Department of Mathematics and Statistics 

Syllabus as per NEP-2020 

B.A./ B.Sc.- Semester VJ (Statistics) 

Course Code Credits 
Tille or Course Marks 

L T p C 

/ ~mester VI STAT-DSM- 612 Statistics Practical - VI 0 0 2 2 
IA (Mid)-40 

EA (End Sem) 

Learning Objectives: 

I. To calcu.Iate sum ?f squares using linear models used in analysis of variance. 

2. Calculat1ons and interpretation using CRD, RBD, LSD. 

Course Learning Outcomes: 

CO 1: Learn the ANOV A application using data analysis. 

CO 2: Learn the fundamentals of design of experiments with data analysis. 

List of Practicals: 

1. Analysis of one-way ANOV A 

2. Analysis of two-way ANOVA 

3. AnalysisofaCRD. 

4. Analysis of an RBD. 

5. Analysis of an LSD 

6. Analysis of an RBD with one missing observation. 

7. Analysis ofan LSD with one missing observation. 

There will be 8 marks on Viva-voce and 7 marks on practical records in the Ends in MM60. 

~assed by 8olfdof Studies Date~. I-I/di/ <I/ 

60 

Course O.., igof'r 

Prof. D. Shukla 

Lecture Hrs. 60 
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